# **Introduction to Decision Trees**

As the name goes, a decision tree uses a tree-like model to make predictions. It resembles an upside-down tree. It is also very similar to how you make decisions in real life: you ask a series of questions to arrive at a decision.

A decision tree splits the data into multiple sets. Then, each of these sets is further split into subsets to arrive at a decision.

|  |  |
| --- | --- |
| https://cdn.upgrad.com/UpGrad/temp/81f1f135-b98b-4144-802e-6a81c4bf9af4/1.png | On each node, you ask a question to further split the data held by the node. If the test passes, you go left; otherwise, you go right.  In the heart disease example shown above, the leaf nodes (bottom) are labelled **yes** (the person has heart disease) or **no**(the person doesn’t have heart disease).  The decision tree predicts that if, ‘Thal’ is not equal to 3, ‘coloured fluoroscopy’ is less than 0.5, ‘exercise.angina’ is equal to 0, and ‘age’ is less than 51, then the person will have heart disease (the path indicated by the red line in the figure). Similarly, there are three other paths which lead to a yes labelled leaf. |

**Interpreting a Decision Tree**

Now if a model predicts that a data point belongs to class A, how do you figure out which attributes were the most important predictors? Decision trees make it very easy to determine the important attributes.  If a test splits the data into more than two partitions, this is called a **multiway decision tree.**

The decision trees are easy to interpret. Almost always, you can identify the various factors that lead to the decision. In fact, trees are often underestimated for their ability to relate the predictor variables to the predictions. As a rule of thumb, if interpretability by laymen is what you're looking for in a model, decision trees should be at the top of your list.

|  |  |
| --- | --- |
|  |  |

So the decision trees can go back and tell you the factors leading to a given decision. In SVMs, if a person is diagnosed with heart disease, you cannot figure out the reason behind the prediction. However, a decision tree gives you the exact reason, i.e. either 'Thal is 3, the pain type is neither 1, nor 2, nor 3, and the coloured fluoroscopy is greater than or equal to 0.5', or 'Thal is not equal to 3, and either of the three tests, shown in the right half of the tree, failed'.

Consider the heart disease decision tree again. Given that a patient is diagnosed with heart disease, you can easily trace your way back to the multiple tests that would have led to this diagnosis. One such case could be where the patient doesn’t have thal = 3, and coloured fluoroscopy is greater than or equal to 0.5.

In other words, each decision is reached via a path that can be expressed as a series of ‘if’ conditions satisfied together, i.e., **if** ‘thal’ is not equal to 3, and **if** coloured fluoroscopy is greater than or equal to 0.5, then the patient has heart disease. Final decisions in the form of class labels are stored in leaves.

|  |  |
| --- | --- |
|  | In regression problems, a decision tree splits the data into multiple subsets. The difference between decision tree classification and decision tree regression is that in regression,**each leaf represents a linear regression model**, as opposed to a class label.    In this module, you won't study decision tree regression in detail, but only decision tree classification because that is what you’ll most commonly work on. However, remember that if you get a data set where you want to perform linear regression on multiple subsets, decision tree regression is a good idea.  **Additional Readings:**   * [Decision Trees scikit-learn documentation](http://ogrisel.github.io/scikit-learn.org/sklearn-tutorial/modules/tree.html) |

**Regression**

Select all that is correct about decision tree classification and regression models.

Top of Form
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Leaves in classification contain labels.

**Feedback :**In classification, the target variable is discrete. Hence, each data point in a leaf has an associated class label.

**Correct**
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Leaves in regression contain labels.
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Leaves in classification contain models.
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Leaves in regression contain models.

**Feedback :**True. Each leaf in regression contains a model that is used to make predictions.

Bottom of Form

**Decision trees**

Say you have a data set with lots of categorical variables and some numerical variables. The target variable is continuous, so it’s a regression problem. After some exploratory data analysis, you figure out that it will be best to perform decision tree regression instead of linear regression. Which of the following statements will be correct? More than one option may be correct.

Top of Form
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It is hard to represent all the data via a single model; so you don’t want to use the linear regression model.

**Feedback :**Decision tree regression is performed because the entire data set cannot be represented by a single linear regression model.

**Correct**You missed this!

![](data:image/x-wmf;base64,183GmgAAAAAAAB4AGgB4AAAAAABtVwEACQAAA+0BAAABAJ8BAAAAAAQAAAADAQgABQAAAAsCAAAAAAUAAAAMAhoAHgADAAAAHgAHAAAA/AIAAP///wAAAAQAAAAtAQAACQAAAB0GIQDwABoAHgAAAAAABQAAAAsCAAAAAAUAAAAMAhoAHgAFAAAAAQL///8ABQAAAC4BAAAAAAUAAAACAQEAAACfAQAAQAkgAMwAAAAAABAAEAAFAAEAKAAAABAAAAAQAAAAAQAYAAAAAAAAAwAAAAAAAAAAAAAAAAAAAAAAAP///////////////////////////////////////////////////////////////6CgoOPj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4+Pj4////6CgoGlpaf///////////////////////////////////////////////+Pj4////6CgoGlpaf///////////////////////////////////////////////+Pj4////6CgoGlpaf///////////////////////////////////////////////+Pj4////6CgoGlpaf///////////////wAAAP///////////////////////////+Pj4////6CgoGlpaf///////////wAAAAAAAAAAAP///////////////////////+Pj4////6CgoGlpaf///////wAAAAAAAAAAAAAAAAAAAP///////////////////+Pj4////6CgoGlpaf///////wAAAAAAAP///wAAAAAAAAAAAP///////////////+Pj4////6CgoGlpaf///////wAAAP///////////wAAAAAAAAAAAP///////////+Pj4////6CgoGlpaf///////////////////////////wAAAAAAAP///////////+Pj4////6CgoGlpaf///////////////////////////////wAAAP///////////+Pj4////6CgoGlpaf///////////////////////////////////////////////+Pj4////6CgoGlpaf///////////////////////////////////////////////+Pj4////6CgoGlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaWlpaePj4////6CgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoKCgoP///wQAAAAnAf//AwAAAAAA)

Decision trees will split the data set into multiple sets and will apply linear regression to each set separately.

**Feedback :**Leaves obtained after splitting contain linear regression models to make predictions.

**Correct**
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**Algorithms for Decision Tree Construction**Bottom of Form

# **Concept of Homogeneity**

Given 10 attributes, how do you decide which attribute to split on first? Should you randomly select an attribute and split the data set on it? Or should there be a selection criterion to choose a particular attribute ahead of the other nine attributes?

|  |  |
| --- | --- |
|  | If a partition contains data points with identical labels (say, label 1), then you can classify the entire partition as label 1. But this is a rather oversimplified example. In real-world data sets, you will almost never get completely homogenous data sets (or even nodes after splitting). So try to do the best you can, i.e. try to split the nodes such that the resulting nodes are **as homogenous as possible.**  If the node is blood pressure, try and split it with a rule such that all the data points that pass the rule have one label (i.e. is as homogenous with as possible), and those that don't, have another. Always try to generate partitions that result in homogeneous data points. For classification tasks, a data set is **completely** **homogeneous**if it **contains only a single class label**. |

The aim of decision tree splitting is to Increase Homogeneity. More homogeneity will mean that most of the data points in the set belong to the same class label. Hence, classifying all the data points of that set, to get them to belong to that class, will result in lesser errors.

|  |  |
| --- | --- |
|  | So you go step-by-step, picking an attribute and splitting the data such that the homogeneity increases after every split. You stop splitting when the resulting leaves are sufficiently homogenous. What is sufficiently homogenous? Well, you define the amount of homogeneity which, when achieved, the tree should stop splitting further.  To reach maximum homogeneity the data set needs to be split recursively. In each layer we check can we perform some test against some homogeneity threshold.  A split that gives you a homogenous subset is much more desirable than the one that results in a 50-50 distribution (in the case of two labels). All the data points belong to one label in a completely homogeneous set. |

Out of so many attributes, a decision tree calculates the improvement in homogeneity associated with each attribute and picks the one that results in the maximum increase in homogeneity.

# **Gini Index**

There are various ways to quantify homogeneity, such as the **Gini index, information gain, entropy**, etc.

Consider the dataset of female and male employees of the company shown in the lecture. There are 1000 employees in total. Let's say, you split the data on gender. On splitting, you get two nodes with 500 observations each, call them male-node and female-node. In the male-node, 300/500 play football. In the female node, only 10/500 play football. Gini index of male-node = P(play football)^2 + P(doesn't play football)^2 = (0.6)^2 + (0.4)^2 = 0.52. What is the Gini index of female-node?

(Note: The Gini index = ∑ki=1p2i​, where pi is the probability of finding a point with the label *i*, and *k* is the number of different labels.)

(0.02)^2 + (0.98)^2

**Feedback :***The probability that a female plays football = 0.02 and the probability that a female doesn't play football = 0.98.*

**Split on gender**

What is the Gini index of the partitions if you split on ‘age’?

|  |  |
| --- | --- |
| https://images.upgrad.com/82eeffaa-5748-48f9-8927-c94ccc77a888-DT16.PNG | 0.7∗[(260/700)2+(440/700)2]+0.3∗[(50/300)2+(250/300)2]  **Feedback :**  *The Gini index of the partition with age < 50 = (260/700)^2 + (440/700)^2 . The Gini index of the partition with age > 50 = (50/300)^2 + (250/300)^2. The Gini index of all partitions = 0.7\*(Gini index of partition with age < 50) + 0.3\*(Gini index of partition with age > 50)* |

Assume that you have a data set with 2 class labels. If the data set is completely homogeneous (all the data points belong to label 1), then the probability of finding a data point corresponding to label 2 will be 0 and that of label 1 will be 1. So p1= 1, and p2= 0. The Gini index, equal to 1, will be the highest in such a case. The higher the homogeneity, the higher the Gini index.

|  |  |
| --- | --- |
|  | ‘Gender’ is a better attribute to split on as it yields a higher value of Gini index as compared to ‘age’. This means that gender gives a better split that helps distinguish between football players and non-football players. This is intuitive as well: splitting on gender is expected to be more informative than age; this is because football is usually more popular among males.    You had to make a choice between two splits: age and gender. The Gini index of splitting on gender is higher than that of splitting on age; so you go ahead and split on gender. |

What is the Gini index if all the data points in a data set have the same label?

The probability of exactly one class will be 1, and the probability of all the other classes will be 0. So, the Gini index, which is given by ​*∑*ki=1p2i​, will be 1.

Given a data set, calculate the Gini index if 50% of the data points belong to label 1, and the other 50% belong to label 2.

Top of Form

![](data:image/x-wmf;base64,183GmgAAAAAAAB4AGgB4AAAAAABtVwEACQAAA0oCAAABAJ8BAAAAAAQAAAADAQgABQAAAAsCAAAAAAUAAAAMAhoAHgADAAAAHgAHAAAA/AIAAP///wAAAAQAAAAtAQAACQAAAB0GIQDwABoAHgAAAAAABAAAAC0BAAAJAAAAHQYhAPAAGgAMAAAAEgAFAAAACwIAAAAABQAAAAwCGgAeAAUAAAABAv///wAFAAAALgEAAAAABQAAAAIBAQAAAAQAAAAtAQAACQAAAB0GIQDwABAAEAAFAAEAQwAAAEAJxgCIAAAAAAAQABAABQABACgAAAAQAAAAEAAAAAEAAQAAAAAAQAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA////AP//AAD4HwAA8A8AAOAHAADAAwAAgAEAAIABAACAAQAAgAEAAIABAACAAQAAwAMAAOAHAADwDwAA+B8AAP//AACfAQAAQAmGAO4AAAAAABAAEAAFAAEAKAAAABAAAAAQAAAAAQAYAAAAAAAAAwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAP///////////////////////wAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAP///////+Pj4+Pj4+Pj4+Pj4////////wAAAAAAAAAAAAAAAAAAAAAAAAAAAKCgoOPj4+Pj4////////////////+Pj4+Pj4////wAAAAAAAAAAAAAAAAAAAKCgoGlpaf///////////////////////////////+Pj4////wAAAAAAAAAAAKCgoKCgoGlpaf///////////////////////////////+Pj4////////wAAAAAAAKCgoGlpaf///////////////////////////////////////+Pj4////wAAAAAAAKCgoGlpaf///////////////////////////////////////+Pj4////wAAAAAAAKCgoGlpaf///////////////////////////////////////+Pj4////wAAAAAAAKCgoGlpaf///////////////////////////////////////+Pj4////wAAAAAAAKCgoKCgoGlpaf///////////////////////////////+Pj4////////wAAAAAAAAAAAKCgoGlpaf///////////////////////////////+Pj4////wAAAAAAAAAAAAAAAAAAAKCgoGlpaWlpaf///////////////2lpaWlpaaCgoAAAAAAAAAAAAAAAAAAAAAAAAAAAAKCgoKCgoGlpaWlpaWlpaWlpaaCgoKCgoAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAKCgoKCgoKCgoKCgoKCgoKCgoAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAQAAAAnAf//AwAAAAAA)

The Gini index = (12)2+(12)2.

**Feedback :**p1*= 0.5, and*p2*= 0.5. So the Gini index, which is given by ∑*ki=1p2i*, will be*(12)2+(12)2*.*

When is the Gini index maximum ?

**Feedback :**When all the points in the data set belong to one class label leading to the maximum homogeneity, the Gini index will be maximum.

# **Entropy and Information Gain**

We will now look at one more homogeneity measure: **information gain**. The idea is to use the notion of entropy. Entropy quantifies the degree of disorder in the data, and like the Gini index, its value also varies from 0 to 1. If a data set is **completely homogenous**, then the **entropy of such a data set is 0**, i.e. there’s no disorder. The entropy is given by

**ε[D]=−∑ki=1pilog2pi,**

where pi  is the probability of finding a point with the label i, k is the number of different labels, and ε[D] is the entropy of the data set D.

* Gini index is a measure for homogeneity
* Entropy is a measure of chaos, disorderness
* Entropy is maximum when Gini index is minimum
* Entropy is zero when any Pi = 1 and everything else is zero
  + If one of the Pi = 1, then that means all the labels are identical hence there is no chaos so entropy is zero

|  |  |
| --- | --- |
|  | Where ε[D] is the entropy of the parent set D (data before splitting), ε[DA] is the entropy of the partitions obtained after splitting on attribute A, ε[DA=i] is the entropy of the partition where the value of attribute A for the data points is i, DA=i is the number of data points for which the value of attribute A is i, and k is the number of different labels.  This gives us the gain if we split the original data set D, on attribute A. Now to compute the best possible split all we need to do is try doing this for every attribute A and for each attribute we compute the gain (D,A) and pick the attribute which gives us maximum information gain. |

**how we can decide the threshold in Decision trees?**

The algorithm for example python sklearn DecisionTreeClassifier() library will try out each value in turn for the particular attribute as the threshold. Then the one value which maximizes information gain (or other measure) which was in the dataset is chosen. This value is then compared with the other attributes' information gain value and then the highest value is chosen.

Decision tree uses entropy and information gain to select feature which gives the best split. Intuitively, we can say thet best split is when we can separate the classes accurately based on that feature. Therefore, the attribute with the maximum Information Gain is chosen to be the best split.

**Choosing Hyperparameter using Grid Search**

In grid search you pass a possible list of values for the different hyperparameters that you are trying to tune. For example- n\_estimators = [1, 2, 3, 4, 5] and min\_split = [10, 20, 30].

Now, you train your model and say you get n\_estimators = 5 and min\_split = 20. Now, these are optimal values among the possible set of values that you passed initially, but they might not be global optimal values. There is a possibility that maybe n\_estimators = 10 and min\_split = 15 are the best possible values but this is something which you learn by some experiment or you just expand the list of possible values and keep on trying.

![](data:image/png;base64,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)

When is the information gain maximum? (Select the most appropriate option.)
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When the decrease in entropy, from the parent set to the partitions obtained after splitting, is maximum.

**Feedback :***The information gain is equal to the entropy change from the parent set to the partitions. So it is maximum when the entropy of the parent set minus the entropy of the partitions is maximum.*

Bottom of Form

|  |  |
| --- | --- |
| https://images.upgrad.com/82eeffaa-5748-48f9-8927-c94ccc77a888-DT16.PNG | Recall that the **entropy** is given by ε[D]=−∑ki=1pilog2pi, where pi  is the probability of finding a point with the label i, k is the number of different labels, and ε[D] is the entropy of the data set D.    **The information gain** is defined as Gain(D,A)=ε[D]−∑ki=1(DA=i/D)∗ε[DA=i], where ε[D] is the entropy of the parent set D (data before splitting), ε[DA=i] is the entropy of the partition where the value of attribute A for the data points is *i*, DA=i is the number of data points for which the value of attribute A is *i*, and *k* is the number of different labels. |

Details of the data set: There are 1000 employees in an organisation, of which 500 are females and 500 are males. The number of employees below 50 years of age is 700 and above 50 years is 300. Given the current data set of these 1000 employees, you want to predict whether in the future, a given employee will play football or not. Here,

**P** implies ‘plays football’ - class A = **label 1.**

**N** implies ‘does not play football’ - class B = **label 2**.

A total of 10 females and 300 males play football in the organisation. 260 people who are less than 50 and 50 people above the age of 50 play football, as shown in the figure above.

Considering the above data set, which is not homogeneous, you want to split the data such that the resulting partitions are as homogenous as possible. This is a classification problem, and there are two output classes or labels. Here, you’re using information gain as the homogeneity measure. While making your first split, you want to choose an attribute such that the information gained is maximum.

Calculate the homogeneity of the given data set using entropy.

Top of Form
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**Feedback :***Entropy =*−(p1)∗log2(p1)−(p2)∗log2(p2)*. Here,*p1=310/1000*, and*p2=690/1000*.*

Bottom of Form

What is the entropy of the partitions if you split on ‘gender’?

0.5∗[−(10/500)∗log2(10/500)−(490/500)∗log2(490/500)]+0.5∗[−(300/500)∗log2(300/500)−(200/500)∗log2(200/500)]

**Feedback :***Entropy of partitions = (fraction of females)\*(entropy of partition with all females) + (fraction of males)\*(entropy of partition with all males).*

*Entropy of females =*−(10/500)∗log2(10/500)−(490/500)∗log2(490/500)*; and entropy of males =*−(300/500)∗log2(300/500)−(200/500)∗log2(200/500)*.*

*The fraction of females = 0.5; and the fraction of males = 0.5.*

What is the information gain if you split the original data set on ‘gender’?

Entropy of original data set - entropy of partitions obtained after splitting on ‘gender’ = 0.89317 - 0.5562.

**Feedback :***Calculate the entropy of the original data set, and subtract the entropy of the partitions obtained after splitting, to get the information gain.*

The information gain, if you split on ‘age’, is 0.031929, and it is 0.33697 if you split on ‘gender’. What attribute should you split the original data on?

Top of Form

Gender

**Feedback :***You split on the attribute that maximises the information gain. The information gain on gender is greater than the information gain on age.*Bottom of Form

# **Splitting by R-squared**

In decision tree linear regression we can calculate R2 for every split and se the goodness of fit is there or not. If the R2 value is high enough then we stop there and that split becomes a leaf. If not, then we choose any other attribute and try to split to check the homogeneity. The *R2* is used to measure the homogeneity in regression, where the target variable is continuous. So split the data such that the R2 of the partitions obtained after splitting is greater than that of the original or parent data set. In other words, the fit of the model should be as ‘good’ as possible after splitting. In case of regression model

* Each leaf in regression contains a model that is used for prediction.
* R2 gives a sense of how good or bad the linear regression fit is.
* If the R2 is high enough, then the data is not split further.
* Sometimes a single linear regression model is not good enough to perform the regression task, so you split the data into smaller chunks and assign one linear regression model to each chunk. As you saw in the lecture, people in different age brackets should be represented using different models.
* Decision tree regression and classification are similar in the sense that both try to pick an attribute (for splitting) that maximises the homogeneity of the data set. A decision tree splits the data set on that attribute which results in the maximum increase in homogeneity.

**The steps involved in decision tree construction. Arrange the following steps in the order of their occurrence:**

1. You have a data set, D, with categorical as well as numerical attributes and continuous target variables. So it is a regression problem. Hence, you apply decision tree regression to it.
2. Select a homogeneity measure for splitting. Since it is regression, let’s choose R2.
3. After selecting the homogeneity measure, you need to decide the first attribute to split the original data set, D, on.
4. Split ‘D’ on all the attributes one by one, and select the attribute that results in the maximum increase in homogeneity after splitting.
5. Split the original data set, D, on the selected attribute.
6. Keep on splitting the subsequent data sets till you get a sufficiently high R2.
7. Now that the R2 is sufficiently high, stop splitting.
8. Each leaf will now represent a linear regression model.

Decision tree regression model can be studied from Internet available material. The decision tree classification mostly used in industry.

# **Advantages and Disadvantages**

Decision trees are very intuitive and promising algorithms for dealing with categorical attributes. Most of the other ML algorithm does not able to handle the categorical variable naturally. They require to translate the categorical variable in numbers by means dummies or some other. But for decision trees there is no such limitations. We can go ahead and build a model with any kind of data set without any problem.

To summarise the advantages,

* Predictions made by a decision tree are easily interpretable.
* A decision tree does not assume anything specific about the nature of the attributes in a data set. It can seamlessly handle all kinds of data — numeric, categorical, strings, Boolean, and so on.
* It does not require normalisation since it has to only compare the values within an attribute.
* Decision trees often give us an idea of the relative importance of the explanatory attributes that are used for prediction.

The decision tree has major disadvantages as it tends to overfit the data.

|  |  |
| --- | --- |
|  | Here, we can see the tree has mug up the entire training data. This model is not going to applicable to anything else outside the training data. Every leaf of the tree will represent one single data point in the training data.  A model which is trying to be overfit is also tending to be unstable. In Bias/Variance trade-off a model which tries to reduce the bias too much meaning it tries to bring the error term down to zero, in the process very likely to become too complex. A complex model would have many variances which means it becomes extremely sensitive to a very minor changes in the data points. |

To summarise the disadvantages,

* Decision trees tend to overfit the data. If allowed to grow with no check on its complexity, a tree will keep splitting till it has correctly classified (or rather, mugged up) all the data points in the training set.
* Decision trees tend to be very unstable, which is an implication of overfitting. A few changes in the data can change a tree considerably.

Suppose you are getting an accuracy of 40% on the test data and 98% on the training data.

Top of Form
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**Feedback :**The model has memorised the data, giving you a 98% training accuracy and leading to a high variance. Since it can now represent the training set very well, it has a low bias.

**Correct**
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**Feedback :**The test accuracy is very low (40%). The model is unable to work well on unseen/test data. It has memorised the training set. Hence, it is overfitting.Bottom of Form

# **Tree Truncation**

Earlier, you saw that decision trees have a strong tendency to overfit the data, which is a serious problem. So you have to keep an eye on the size of the tree. A very large tree will have a leaf just to cater to a single data point.

There are two broad strategies to control overfitting in decision trees: **truncation and pruning.** There are two ways to control overfitting in trees:

1. **Truncation** - Stop the tree while it is still growing so that it may not end up with leaves containing very few data points. This is also called **pre-pruning**.
2. **Pruning** - Let the tree grow to any complexity. Then, cut the branches of the tree in a bottom-up fashion, starting from the leaves. It is more common to use pruning strategies to avoid overfitting in practical implementations.

The truncation policy is essentially trial-n-error. The general methods of truncation are as follows:

1. Limit the minimum size of the partition after a split
2. Minimize change in the measure of homogeneity
3. Limit the depth of the tree
4. Set a minimum threshold on the number of samples that appear in a leaf
5. Set a limit on the maximum number of leaves present in tree

Though there are various ways to truncate or prune trees, the **DecisionTreeClassifier** function in **sklearn** provides the following hyperparameters which you can control:

1. **criterion (Gini/IG or entropy):** It defines the function to measure the quality of a split. Sklearn supports “gini” criteria for Gini Index & “entropy” for Information Gain. By default, it takes the value “gini”.
2. **max\_features:** It defines the no. of features to consider when looking for the best split. We can input integer, float, string & None value.
   1. If an integer is inputted then it considers that value as max features at each split.
   2. If float value is taken then it shows the percentage of features at each split.
   3. If “auto” or “sqrt” is taken then max\_features=sqrt(n\_features).
   4. If “log2” is taken then max\_features= log2(n\_features).
   5. If None, then max\_features=n\_features. By default, it takes “None” value.
3. **max\_depth:** The max\_depth parameter denotes maximum depth of the tree. It can take any integer value or None. If None, then nodes are expanded until all leaves are pure or until all leaves contain less than min\_samples\_split samples. By default, it takes “None” value.
4. **min\_samples\_split:** This tells above the minimum no. of samples required to split an internal node. If an integer value is taken then consider min\_samples\_split as the minimum no. If float, then it shows percentage. By default, it takes “2” value.
5. **min\_samples\_leaf:** The minimum number of samples required to be at a leaf node. If an integer value is taken then consider - -min\_samples\_leaf as the minimum no. If float, then it shows percentage. By default, it takes “1” value.

**Comprehension - Truncation and Pruning**

The process of splitting only when there is a sufficient number of data points in the node is called \_\_\_\_\_\_.

Top of Form
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**Feedback :**

*Truncation lets you split the data only when the number of data points in the node is greater than or equal to the 'minsplit'.*

Bottom of Form

Which hyperparameter controls the minimum no. of samples required to split an internal node?

Top of Form
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**Feedback :**

*The min\_samples\_split specifies the minimum number of data points a node should have for it to be considered for splitting.*

Bottom of Form

\_\_\_\_\_\_\_\_\_ takes care of the minimum number of samples required to be at a leaf node.

Top of Form
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**Feedback :**

*The minimum number of samples required to be at a leaf node. If an integer value is taken then consider - -min\_samples\_leaf as the minimum no. If float, then it shows percentage. By default, it takes “1” value.*

Assume that you have set the min\_samples\_leaf as 3 and the min\_samples\_split as 6. Consider a node with 10 data points. On splitting on an attribute, one leaf gets 2 points, and the other one gets 8 data points. This split will not be executed. Why?

Top of Form
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**Feedback :**

*The number of data points in one of the leaves is 2, which violates the condition that the number of data points in a leaf should be at least 3 (as specified by the min\_samples\_leaf).*

Bottom of Form
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# **Tree Pruning**

Tree pruning is a method of chopping off parts of a tree once it is fully grown. It is a bottom-up approach used to solve the problem of overfitting. One way to do this is called **Reduced error pruning**.

|  |  |  |
| --- | --- | --- |
|  | In pruning, you chop off the tree branches; this results in a decrease in tree complexity. It also helps in reducing overfitting.  Before proceeding, please note that the data set is divided into three parts: the training set, the validation set and the test data. The validation set is used to tune hyperparameters, i.e. after deciding on a set of hyperparameters for a tree, you check the accuracy of the tree on the validation set. | |
|  | | You check the performance of a pruned tree on a validation set. If the accuracy of the pruned tree is higher than the accuracy of the original tree (on the validation set), then you keep that branch chopped. Remember that the validation set is the third part of the data set, the first and second being the training and test set. |

If the accuracy after pruning on the unseen data decreases significantly, then

Top of Form
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**Feedback :***The accuracy is decreasing after pruning, so you wouldn't prune the branch.*

**Incorrect**
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**Feedback :***You should prune only if the accuracy after pruning does not decrease.*

Bottom of Form

# **Python Sklearn Decision Tree classifier**

﻿

## **Data Preparation**

There are a number of preprocessing steps we need to do before building the model. Firstly, note that we have both categorical and numeric features as predictors. In previous models such as linear and logistic regression, we had created **dummy variables** for categorical variables, since those models (being mathematical equations) can process only numeric variables.

All that is not required in decision trees, since they can process categorical variables easily. However, we still need to **encode the categorical variables** into a standard format so that sklearn can understand them and build the tree. The sklearn library requires to encode the **categorical variables** into **numeric labels**. We'll do that using the LabelEncoder() class, which comes with sklearn.preprocessing. You can read the documentation of LabelEncoder [here](http://scikit-learn.org/stable/modules/generated/sklearn.preprocessing.LabelEncoder.html).

In previous models such as linear and logistic regression, we had created dummy variables for hot encoding to categorical variables, since those models (being mathematical equations) can process only numeric variables. There the algorithm teats the numeric variables as numbers. But in case of decision tree its just a label. The decision trees are not constraint by the use of numeric values alone. They can very well handle the categorical values. The reason we are using numeric labels just to distinguise one from the other. There is uniform underlying encoding we would have assign to each of such numbers. Beyond that we are not going to treat the number as a number here, means there is not going to be any arithmetic operation on these numeric labels.

# apply Label encoder to df\_categorical

le = preprocessing.LabelEncoder()

df\_categorical = df\_categorical.apply(le.fit\_transform)

﻿

### **Hyperparameter Tuning**

The default tree is quite complex, and we need to simplify it by tuning the hyperparameters. How do you control the complexity (or size) of a tree? A very ‘big’ or complex tree will result in overfitting. On the other hand, if you build a relatively small tree, it may not be able to achieve a good enough accuracy (i.e. it will underfit).

So what values of hyperparameters should you choose? As you would have guessed, you can use grid search cross-validation to find the optimal hyperparameters.

First, let's understand the parameters in a decision tree. You can read this in the documentation using help(DecisionTreeClassifier).

* **criterion** (Gini/IG or entropy): It defines the function to measure the quality of a split. Sklearn supports “gini” criteria for Gini Index & “entropy” for Information Gain. By default, it takes the value “gini”.
* **splitter**: It defines the strategy to choose the split at each node. Supports “best” value to choose the best split & “random” to choose the best random split. By default, it takes “best” value.
* **max\_features**: It defines the no. of features to consider when looking for the best split. We can input integer, float, string & None value.
  + If an integer is inputted then it considers that value as max features at each split.
  + If float value is taken then it shows the percentage of features at each split.
  + If “auto” or “sqrt” is taken then max\_features=sqrt(n\_features).
  + If “log2” is taken then max\_features= log2(n\_features).
  + If None, then max\_features=n\_features. By default, it takes “None” value.
* **max\_depth**: The max\_depth parameter denotes maximum depth of the tree. It can take any integer value or None. If None, then nodes are expanded until all leaves are pure or until all leaves contain less than min\_samples\_split samples. By default, it takes “None” value.
* **min\_samples\_split**: This tells above the minimum no. of samples reqd. to split an internal node. If an integer value is taken then consider min\_samples\_split as the minimum no. If float, then it shows percentage. By default, it takes “2” value.
  + min\_samples\_split is the minimum number of data points required in a node to be considered for further splitting.
* **min\_samples\_leaf**: The minimum number of samples required to be at a leaf node. If an integer value is taken then consider - -min\_samples\_leaf as the minimum no. If float, then it shows percentage. By default, it takes “1” value.
  + min\_samples\_leaf is the minimum number of samples required in a (resulting) leaf for the split to happen. Thus, if you specify a high value of min\_samples\_leaf, the tree will be forced to stop splitting quite early.
* **max\_leaf\_nodes**: It defines the maximum number of possible leaf nodes. If None then it takes an unlimited number of leaf nodes. By default, it takes “None” value.
* **min\_impurity\_split**: It defines the threshold for early stopping tree growth. A node will split if its impurity is above the threshold otherwise it is a leaf.

**What is the difference between min\_sample\_split and min\_sample\_leaf?**

min\_sample\_split  tells above the minimum no. of samples reqd. to split an internal node. If an integer value is taken then consider min\_samples\_split as the minimum no. If float, then it shows percentage. By default, it takes “2” value.

min\_sample\_leaf is the minimum number of samples required to be at a leaf node. If an integer value is taken then consider - -min\_samples\_leaf as the minimum no. If float, then it shows percentage. By default, it takes “1” value.

# **Comprehension - Hyperparameters**

Consider a decision tree classification model that has a very high training accuracy and a low test accuracy, i.e. the model has a high variance. The training accuracy is 98%, and the test accuracy is 55%. The ‘min\_samples\_split’ for this model is 5, and the ‘max\_depth’ is 20.

**Please note** that, unless explicitly specified, 'node' does not mean the terminal node (i.e. leaf) - it refers to an internal node.

**What does the min\_samples\_split = 5 imply? More than one option may be correct.**
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**Feedback :**

The hyperparameter **min\_samples\_split** is the minimum no. of samples required to split an internal node. Its default value is 2, which means that even if a node is having 2 samples it can be further divided into leaf nodes.

**Correct**
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**Feedback :**

The hyperparameter **min\_samples\_split** is the minimum no. of samples required to split an internal node. Its default value is 2, which means that even if a node is having 2 samples it can be further divided into leaf nodes.

**Select all that apply. (More than one option may be correct.)**

**min\_samples\_split = 5 implies that the node should have at least five data points for splitting.**

**Feedback :** min\_samples\_split = 5 indicates that splitting will not be performed if the number of data points in the node is less than 5. The min\_samples\_split specifies the minimum number of data points a node should have for splitting to be attempted.

**The min\_samples\_split sets a lower bar on the number of data points a node should have.**

**Feedback :** The min\_samples\_split specifies the minimum number of data points a node should have for splitting to be attempted.

**Suppose you decide to tweak the hyperparameters so as to decrease the variance/overfitting. Which of the following steps will help? More than one option may be correct**.
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**Feedback :** A low value of the min\_samples\_split will lead to a small number of data points in the nodes. This means that it is very likely that each leaf (obtained after splitting) is going to represent very few (or only one, in some cases) data points. So, you increase the min\_samples\_split.

Top of Form

**Decreasing max\_depth**

**Feedback :** Decreasing max\_depth will stop the tree to grow deeper, in that way your tree will not overfit the data and you will have a decent accuracy in both test and train.

**Correct**

Bottom of Form

**What will the (likely) impact of increasing the value of min\_sample\_splits from 5 to 10?**

**The depth will decrease.**

**Feedback :** *Since the node should now contain at least 10 data points before splitting, as opposed to 1, all the branches — where the nodes had less than 10 data points — will be chopped off, leading to a decrease in the tree depth.*

**Min\_sample\_leaf - What will be the effect on the depth of the tree if min\_sample\_leaf is set to 1? Will the tree be overfitting the train data or the test data?**

In the in-module question, my answer was

" The low or small value for min\_sample\_leaf the model tend to overfit.  min\_samples\_leaf is the minimum number of samples required in a (resulting) leaf for the split to happen. Thus, if you specify a high value of min\_samples\_leaf, the tree will be forced to stop splitting quite early.  It does not have any direct relation with tree depth.  "

The more the number of samples in a leaf node, lesser will be the depth of the tree and vice versa. If the min sample at a leaf is set to 1, the tree will be very deep.

# **What is the difference between node and a leaf node?**

Leaf node is the label, gives you the decision on certain attribute.

Node - is an internal node which can be further split and it is where the test is conducted.

# **Graded Questions**

**Training Set -** The first two columns in the training set file represent the two attributes, Attribute 1 (a1) and Attribute 2 (a2). The third column (column C) is the class label associated with each data point in the training set. There are two class labels: 1 and 2. In total, there are 30 data points/observations in the training set. You need to build a decision tree using this file. Use all 30 points for training. Construct the decision tree step-by-step as the following questions suggest.

**Validation Set** - The first two columns in the validation set file represent the two attributes, Attribute 1 (a1) and Attribute 2 (a2). The third column (column C) is the class label associated with each data point in the validation set. The fourth column is the class label as predicted by the decision tree model. There are two class labels: 1 and 2. In total, there are 4 data points/observations in the validation set. This data file will be needed to check the accuracy of pruned trees.

Please note that you mustn't use DecisionTreeClassifier or write codes to solve the following questions. You can use Excel to split and filter the data set according to the test conditions specified in the questions. The DecisionTreeClassifier function uses a slightly different test on each node, and hence, the final answer to the following questions may not match.

Please use the following hyperparameters to solve the following questions:

* max\_depth = 20
* min\_samples\_split = 10
* min\_samples\_leaf = 5
* Homogeneity measure = gini

Note: **(13, 5)**, written on a node, implies that 13 data points belong to class label 1, and 5 data points belong to class label 2.

**What is the Gini index of the data in the training set?**

(15/30)2+(15/30)2

**Feedback :***There are two class labels in the training data. So the Gini index will be equal to (probability of class label 1)^2 + (probability of class label 2)^2. The probability of class label 1 =*(1530)*, and the probability of class label 2 =*(1530)*.*

**What is the Gini index of the partitions if you split the training set on attribute1 (i.e. attribute1 < 7). (Note: You go left if attribute1 is less than 7, and you go right if attribute1 is greater than or equal to 7.)**

(0.5)∗((8/15)2+(7/15)2)+(0.5)∗((7/15)2+(8/15)2)

**Feedback :***The Gini index of the partition with a1 < 7 =*(8/15)2+(7/15)2*. The Gini index of the partition with a1 > =7 is*(7/15)2+(8/15)2*. The Gini index of all the partitions =*(15/30)*\*(Gini index of partition with a1 < 7) +*(15/30)*\*(Gini index of partition with a1 >= 7).*

**Which attribute will you split the training data on?**

Note: Find the Gini index for both cases and then decide the split.

**Attribute 2: (a2) < 20**

**Feedback :** *The Gini index(a2 < 20) = 0.65, and the Gini index(a1 < 7) = 0.50. Since Gini index(a2 < 20) > Gini index(a1 < 7), you split on attribute 2.*

|  |  |
| --- | --- |
| **Can you split the right node, with 2 data points belonging to class label 1 and 10 data points belonging to class label 2, on a1 = 2?** | **No. One of the leaves will have only 2 data points upon splitting, which is less than the min\_samples\_leaf (=5).**  **Feedback :**  *This split violates the 'minimum number of data points that a leaf should have on splitting' condition put up by the min\_samples\_leaf.* |

|  |  |
| --- | --- |
| **Let’s say that you further split the left partition on a1 = 2, 12. You get the following tree on splitting**  **What is the Gini index of the partitions obtained after splitting on a1 = 2,12? (Note: Choose the closest value.)** | **0.9**  **Feedback :**  *The Gini index of the partition with a1=2, 12 is*(1/6)2+(5/6)2*. The Gini index of the partition with a1!=2, 12 is*(12/12)2+(0/12)2*. The Gini index of all the partitions =*(6/18)*\*(Gini index of partition with a1=2,12) +*(12/18)*\*(Gini index of partition with a1!=2,12).*  **You cannot further split the left node. Why?**  (Note: The left node is the node highlighted in the following tree.)  The number of data points in this node is less than the minsplit.  **Feedback :***The number of data points in this node is 6. The value of the minsplit, as specified at the beginning, is 10.* |

# **Random Forests**

Random forests is one of the most popular algorithms in machine learning. Random forests use a technique known as **bagging**, which is an **ensemble** method. So before diving into random forests, let's first understand ensembles.

# **Ensembles (pronounce as awn·sawm·blz)**

An ensemble means a group of things viewed as a whole rather than individually. In ensembles, a **collection of models** is used to make predictions, rather than individual models. Arguably, the most popular in the family of ensemble models is the random forest: an ensemble made by the **combination of a large number of decision trees.**

In principle, ensembles can be made by combining all types of models. An ensemble can have a logistic regression, a neural network, and few decision trees working in unison.

Naturally, a few questions arise before you understand how ensembles work:

1. Why should a **collection of models work better**than individual ones?
2. How do you **choose the individual models** to form the ensemble, so that it is better than any of the individual models themselves?

# **Diversity and Acceptability**

Ensembles of models are somewhat analogous to teams of individual players. If you were to choose a football team, there would be two things you’d do:

1. Choose people with different skill sets, such as defenders, attackers, and a goalkeeper, to ensure **diversity**, and
2. Choose good players, i.e. ensure that all players are **acceptable** from a skill set point of view (and at least better than a regular person).

**Diversity** ensures that the models serve **complementary** purposes, which means that the individual models make predictions **independent of each other**. The advantages of this are different depending on the type of ensemble. In statistical terms diversity means Independence.

* 1. Answers of different models are not co-related
  2. Agreement between answers of different model is coincidental

For example, a random forest is an ensemble with a large number of trees as individual models. Diversity ensures that even if some trees overfit, the other trees in the ensemble will neutralize the effect. The independence among the trees results in a **lower variance** of the ensemble compared to a single tree. We will soon discuss how the learning algorithm is designed to achieve independence, and how this is beneficial.

If two models give the same answers on a random data, it will be totally coincidental

**Feedback :**Diversity represents independence, i.e. models are not correlated (and do not get influenced by) other models. This means that the answers (predictions) given by two models are independent of each other (you’ll study how this is achieved in a short while).

**Acceptability** implies that each model is at least **better than a random model**. This is a pretty lenient criterion for each model to be accepted into the ensemble, i.e. it has to be at least better than a random guesser. If we consider a binary classification task, then better than a random model implies that the model under consideration   
Makes correct predictions with a probability statistically better than that of a random model, i.e. 0.5

**Feedback :** Acceptability means that a model is at least not making random guesses, whose P(success) is 0.50. Thus, we want models whose probability of success is > 50%.

But how can you guarantee that if you fulfil these two conditions to make an ensemble, it will be better than any individual model?

Now, to understand how an ensemble makes decisions, consider an ensemble with 100 models comprising of decision trees, logistic regression models, etc. Given a new data point, each model will predict an output y for this data point. If this is **binary classification**, then you simply take the majority score. If more than 50% models say y = 0, you go with 0 and vice-versa. This means that if there are n models in the ensemble, and more than half of them give you the right answers, you will make the right decision; if more than n/2 are wrong, you will make a wrong decision. In the **coin toss analogy**, making a **correct prediction** corresponds to **head,** whereas getting a **wrong prediction** corresponds to **tail**.

If we can prove that the probability of more than half the models making a wrong prediction is lesser than that of any of the individual models, we know that the ensemble is a better choice than any of the individual models.

The question is, why should you expect the majority vote to perform better on unseen data than any of the individual 100 models? There are a number of convincing arguments to answer this.

Firstly, if each of the individual models is **acceptable**, i.e. they’re wrong with a probability less than 50%, you can show that the probability of the ensemble being wrong (i.e. the majority vote going wrong) will be far lesser than that of any individual model.

Also, the ensembles avoid getting misled by the **assumptions made by individual models**. For example, ensembles (particularly random forests) successfully reduce the problem of overfitting. If a decision tree in an ensemble overfits, you let it. Chances are extremely low that more than 50% of the models have overfitted. Ensembles make sure that you do not put all your eggs in one basket.

Remember that each model in an ensemble is **acceptable**, i.e. the probability of each model being wrong is less than 0.5 (since a random binary classification model is right 50% of the time).

Using an analysis, you can show that the probability that more than half of the models in an ensemble make the wrong prediction, is **significantly less than 0.5**, i.e. a random model.

You can use the (biased) coin toss analogy to do this. **Map the predictions** made by an ensemble to the **two sides of a biased coin**. Getting a prediction **correct** is equivalent to getting **heads**, and getting it **wrong** is equivalent to **tails**, i.e. you map heads to success (correct prediction) and tails to an incorrect prediction.

**Coin Toss Analogy**

Which of the following assumptions make it possible to use the coin toss analogy? Mark all that apply

Each toss is independent of each other and so are the models in an ensemble

**Feedback :**We have assumed that 1) the models are independent and 2) they are all individually acceptable. The coin, with success mapped to heads, is biased towards heads. Thus, P(heads > 0.5) and since all models are acceptable, P(success) > 0.5.

**Correct**
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The coin is biased towards and favors heads, and each model is acceptable

**Experimenting with an Ensemble of Three Models**

To understand why ensembles work better than individual models, let’s take a simple example with three coins (models). Consider an ensemble of **three models, m1, m2 and m3,** for a **binary classification** task (say, 1 or 0). Suppose each of these models has a **probability of being correct 70% of the time.**

So each model is acceptable. Given a data point whose class has to be predicted, the ensemble will predict the class using a **majority score**. In other words, if two or more models predict class = 1 as the output, the ensemble will predict 1 and vice versa.

The following table shows all the possible cases that can occur while classifying a test data point as 1 or 0. The column to the extreme right shows the probability of each case.
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**Ensemble Model**

In the table, there are 4 cases each where the decision of the final model (ensemble) is either correct or wrong. Let’s assume that the probability of the ensemble being correct is p, and the probability of the ensemble being wrong is q.

For the data in the table, p and q can be calculated as follows:

p = 0.343 + 0.147 + 0.147 + 0.147 = 0.784

q = 0.027 + 0.063 + 0.063 + 0.063 = 0.216 = 1 - p

Notice how the ensemble has a higher probability of being correct and a lower probability of being wrong than any of the individual models (0.78 > 0.700 and 0.216 < 0.300). In this way, you can also calculate the probabilities of the ensemble being correct and incorrect with 4, 5, 100, 1000, and even a million individual models. The difference in probabilities will increase with an increasing number of models, thus **improving the overall performance of the ensemble**.

We call **weak learners** (or **base models**) models that can be used as building blocks for designing more complex models by combining several of them. Most of the time, these basics models perform not so well by themselves either because they have a high bias (low degree of freedom models, for example) or because they have too much variance to be robust (high degree of freedom models, for example). Then, the idea of ensemble methods is to try reducing bias and/or variance of such weak learners by combining several of them together in order to create a **strong learner** (or **ensemble model**) that achieves better performances.

# Combine weak learners

In order to set up an ensemble learning method, we first need to select our base models to be aggregated. Most of the time (including in the well known bagging and boosting methods) a single base learning algorithm is used so that we have homogeneous weak learners that are trained in different ways. The ensemble model we obtain is then said to be “homogeneous”. However, there also exist some methods that use different type of base learning algorithms: some heterogeneous weak learners are then combined into an “heterogeneous ensembles model”.

One important point is that our choice of weak learners should be **coherent with the way we aggregate these models**. If we choose base models with low bias but high variance, it should be with an aggregating method that tends to reduce variance whereas if we choose base models with low variance but high bias, it should be with an aggregating method that tends to reduce bias.

This brings us to the question of how to combine these models. We can mention three major kinds of meta-algorithms that aims at combining weak learners:

* **bagging**, that often considers homogeneous weak learners, learns them independently from each other in parallel and combines them following some kind of deterministic averaging process
* **boosting**, that often considers homogeneous weak learners, learns them sequentially in a very adaptative way (a base model depends on the previous ones) and combines them following a deterministic strategy
* **stacking**, that often considers heterogeneous weak learners, learns them in parallel and combines them by training a meta-model to output a prediction based on the different weak models predictions

Very roughly, we can say that bagging will mainly focus at getting an ensemble model with less variance than its components whereas boosting and stacking will mainly try to produce strong models less biased than their components (even if variance can also be reduced).

# Bootstrapping

Let’s begin by defining bootstrapping. This statistical technique consists in generating samples of size B (called bootstrap samples) from an initial dataset of size N by randomly drawing with replacement B observations.

|  |  |
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| https://miro.medium.com/max/1575/1*lWnm3eJVe3uo95OcSg5jUA@2x.png  Under some assumptions, these samples have pretty **good statistical properties**: in first approximation, they can be seen as being drawn both directly from the true underlying (and often unknown) data distribution and independently from each others. | So, they can be considered as representative and independent samples of the true data distribution (almost i.i.d. samples). The hypothesis that have to be verified to make this approximation valid are two fold. First, the size N of the initial dataset should be large enough to capture most of the complexity of the underlying distribution so that sampling from the dataset is a good approximation of sampling from the real distribution (**representativity**). Second, the size N of the dataset should be large enough compared to the size B of the bootstrap samples so that samples are not too much correlated (**independence**). Notice that in the following, we will sometimes make reference to these properties (representativity and independence) of bootstrap samples: the reader should always keep in mind that **this is only an approximation**. |

Bootstrap samples are often used, for example, to evaluate variance or confidence intervals of a statistical estimators. By definition, a statistical estimator is a function of some observations and, so, a random variable with variance coming from these observations. In order to estimate the variance of such an estimator, we need to evaluate it on several independent samples drawn from the distribution of interest. In most of the cases, considering truly independent samples would require too much data compared to the amount really available. We can then use bootstrapping to generate several bootstrap samples that can be considered as being “almost-representative” and “almost-independent” (almost i.i.d. samples). These bootstrap samples will allow us to approximate the variance of the estimator, by evaluating its value for each of them.

The selection of all the example in the dataset has equal probability. This method can help to better understand the mean and standand deviation from the dataset.

Let’s assume we have a sample of ‘n’ values (x) and we’d like to get an estimate of the mean of the sample.

mean(x) = 1/n \* sum(x)

We know that our sample is small and that our mean has error in it. We can improve the estimate of our mean using the bootstrap procedure:

1. Create many (e.g. m) random sub-samples of our dataset with replacement (meaning we can select the same value multiple times).
2. Calculate the mean of each sub-sample.
3. Calculate the average of all of our collected means and use that as our estimated mean for the data.

For example, let’s say we used 3 resamples and got the mean values 2.5, 3.3 and 4.7. Taking the average of these we could take the estimated mean of the data to be 3.5.

One of the many reasons bootstrapping has become common is because of the increase in computing power. This allows for many more permutations to be done with different resamples than otherwise possible. Bootstrapping is used in both bagging and boosting

# Bagging

When training a model, no matter if we are dealing with a classification or a regression problem, we obtain a function that takes an input, returns an output and that is defined with respect to the training dataset. Due to the theoretical variance of the training dataset (we remind that a dataset is an observed sample coming from a true unknown underlying distribution), the fitted model is also subject to variability: **if another dataset had been observed, we would have obtained a different model**.

The idea of bagging is then simple: we want to fit several independent models and “average” their predictions in order to obtain a model with a lower variance. However, we can’t, in practice, fit fully independent models because it would require too much data. So, we rely on the good “approximate properties” of bootstrap samples (representativity and independence) to fit models that are almost independent.

First, we create multiple bootstrap samples so that each new bootstrap sample will act as another (almost) independent dataset drawn from true distribution. Then, we can **fit a weak learner for each of these samples and finally aggregate them such that we kind of “average” their outputs** and, so, obtain an ensemble model with less variance that its components. Roughly speaking, as the bootstrap samples are approximatively independent and identically distributed (i.i.d.), so are the learned base models. Then, “averaging” weak learners outputs do not change the expected answer but reduce its variance (just like averaging i.i.d. random variables preserve expected value but reduce variance).

So, assuming that we have L bootstrap samples (approximations of L independent datasets) of size B denoted
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and then aggregate them into some kind of averaging process in order to get an ensemble model with a lower variance. For example, we can define our strong model such that
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There are several possible ways to aggregate the multiple models fitted in parallel. For a regression problem, the outputs of individual models can literally be averaged to obtain the output of the ensemble model. For classification problem the class outputted by each model can be seen as a vote and the class that receives the majority of the votes is returned by the ensemble model (this is called **hard-voting**). Still for a classification problem, we can also consider the probabilities of each classes returned by all the models, average these probabilities and keep the class with the highest average probability (this is called **soft-voting**). Averages or votes can either be simple or weighted if any relevant weights can be used.

Finally, we can mention that one of the big advantages of bagging is that **it can be parallelized**. As the different models are fitted independently from each others, intensive parallelization techniques can be used if required.

Further clarifying the steps of bagging includes

1. Suppose there are N observations and M features. A sample from observation is selected randomly with replacement(Bootstrapping).
2. A subset of features are selected to create a model with sample of observations and subset of features.
3. Feature from the subset is selected which gives the best split on the training data.
4. This is repeated to create many models and every model trained in parallel
5. Prediction is given based on the aggregation of predictions from all the models.

# Random forests

Learning trees are very popular base models for ensemble methods. Strong learners composed of multiple trees can be called “forests”. Trees that compose a forest can be chosen to be either shallow (few depths) or deep (lot of depths, if not fully grown). Shallow trees have less variance but higher bias and then will be better choice for sequential methods that we will described thereafter. Deep trees, on the other side, have low bias but high variance and, so, are relevant choices for bagging method that is mainly focused at reducing variance.

The **random forest** approach is a bagging method where **deep trees**, fitted on bootstrap samples, are combined to produce an output with lower variance. However, random forests also use another trick to make the multiple fitted trees a bit less correlated with each others: when growing each tree, instead of only sampling over the observations in the dataset to generate a bootstrap sample, we also **sample over features** and keep only a random subset of them to build the tree.

Sampling over features has indeed the effect that all trees do not look at the exact same information to make their decisions and, so, it reduces the correlation between the different returned outputs. Another advantage of sampling over the features is that**it makes the decision making process more robust to missing data**: observations (from the training dataset or not) with missing data can still be regressed or classified based on the trees that take into account only features where data are not missing. Thus, random forest algorithm combines the concepts of bagging and random feature subspace selection to create more robust models.

# Random Forest vs Bagging

To understand random forests, you will first need to understand **bagging**, an ensemble method. Bagging stands for **bootstrapped aggregation.**It is a technique for choosing random samples of observations from a dataset. Each of these samples is then used to train each tree in the forest.

As you study bagging, keep in mind that it is just a **sampling technique** and is **not specific to random forests.** In the bagging type of ensembles, random forests are by far the most successful. They are essentially ensembles of a **number of decision trees**. You create a large number of models (say, 100 decision trees), each one on a **different bootstrap sample**, from the training set. To get the result, you **aggregate** the decisions taken by all the trees in the ensemble.

**Bootstrapping** means creating bootstrap samples from a given data set. A bootstrap sample is created by sampling the given data set **uniformly** and **with replacement**. A bootstrap sample typically contains about 30-70% data from the data set. **Aggregation** implies combining the results of different models present in the ensemble.

|  |  |
| --- | --- |
|  | In every split at a node it will pick a random subset of the attributes and explores only those to pick the one which gives maximum increase in homogeneity.  The additional twist here is also picking a random sample of features everytime I’m attempting a split during the process of the construction of decision tree. This is very significant. |

Consider the heart disease data set where a few attributes such as Thal, blood pressure, etc., are prominent predictors for the target variable. If you were to build multiple decision trees on this as a part of an ensemble, considering all the attributes for all the individual trees, which of these violations would occur and be significant?

This model will not be diverse enough which breaks one of the primary characteristics in ensemble methodology. If a few variables are prominent, a large number of trees will have them as important nodes. Because whenever we bootstrap samples these prominent features will always sit on the top of the tree. So the trees would look similar. Similar trees violate the condition of diversity. So to **counter that we need to make sure every time we attempt a split we are actually considering a random sample of features, not all the features**.

* Random selection of features for splitting
* Not selecting all the features
* This way of random selection of features for splitting, it is quite possible that for many of the nodes we may not consider most prominent features

Suppose you want to build a random forest of 10 decision trees. First, you will create 10 bootstrap samples from the data and then, **train** each tree on a **different bootstrap sample**. Finally, while predicting a test case, each tree will make a prediction, and the final prediction will be the **majority score** of all these predictions.

**When do observation and feature sampling take place for trees inside a random forest? More than one option may be correct**.

A random subset of observations is chosen every time a new tree is built in a forest.

**Feedback :**A different random subset of observations is chosen, which is called the bootstrap sample, for each tree that is to be built in the forest. This is called bootstrapping. **Correct**
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A random subset of features is chosen every time a node is being split inside a tree.

**Feedback :**After the bootstrap sample is selected, tree building starts, and a random subset of features is selected at each node in order to split it. This is what makes random forests even better than a simple bagging algorithm.

**How is a random forest different from bagging?**

In a random forest, a random sample of features is chosen at each node split, which does not happen in bagging.

**Feedback :**

Bagging includes the creation of different bootstrap samples for different models, and aggregating the results of the models. Random forests use this technique along with randomly selecting features at each node while splitting it.

**During bagging, or bootstrap aggregation, the test data point is passed through all the trees of the forest, and each tree makes its own prediction. How are these predictions aggregated in the case of a regression problem?**

The final prediction is the mean of all the predictions of the individual decision trees.

# Advantages of Random Forests

**Diversity** arises because you create each tree with a **subset of the attributes/features/variables**, i.e. you don’t consider all the attributes while making each tree. The choice of the attributes considered for each tree is **random**. This ensures that the trees are independent of each other.

**Stability arises** because the answers given by a large number of trees average out. A random forest has a **lower model variance** than an ordinary individual tree.

**Immunity to the curse of dimensionality**: Since each tree does not consider all the features, the feature space (the number of features a model has to consider) reduces. This makes the algorithm immune to the curse of dimensionality. A large feature space causes computational and complexity issues.

**Parallelizability**: You need a number of trees to make a forest. Since two trees are independently built on different data and attributes, they can be built separately. This implies that you can make full use of your multi-core CPU to build random forests. Suppose there are 4 cores and 100 trees to be built; each core can build 25 trees to make a forest.

**Testing /training** data and the **OOB or out-of-bag error**: You always want to avoid violating the fundamental tenet of learning: “not testing a model on what it has been trained on”. While building individual trees, you choose a **random** subset of the observations to train it. If you have 10,000 observations, each tree may only be made from 7000 (70%) randomly chosen observations. OOB is the mean prediction error on each training sample xᵢ, using only the trees that do not have xᵢ in their bootstrap sample. If you think about it, this is very similar to a **cross-validation error**. In a CV error, you can measure the performance on the subset of data the model hasn’t seen before.

In fact, it has been proven that using an OOB estimate is as accurate as using a test data set of a size equal to the training set.

Thus, the OOB error completely omits the need for set-aside test data (though you can still work with test data like you have been doing, at the cost of eating into the training data).

|  |  |
| --- | --- |
|  | Essentially, we are checking the performance of each tree for a data set which it didn’t see. There are multiple trees and all are built from different bootstrap samples.  So the OOB error is treated as test performance of the random forest algorithm. |

**The core idea behind bagging is that of a majority score rather than committing to set of assumptions made by a single model. The idea is particularly successful in random forests because trees**:

Are typically unstable

**Feedback :***If you have only one tree, you have to rely on the decision it makes. The decision a single tree makes (on unseen data) depend highly on the training data since trees are unstable. In a forest, even if a few trees are unstable, averaging out their decisions ensures that you are not making mistakes because of a few trees’ unstable behaviour.*

**Random Forests vs Decision Trees -** In terms of accuracy, is a random forest always better than a decision tree?

False

**Feedback :***While it is well known that random forests are better, in terms of accuracy, than a single decision tree, it cannot be said that they are better than every possible decision tree. It is just more difficult to build a decision tree that is better than a random forest. In fact, there may be several trees that provide better predictions on unseen data.*

**Variance in Random Forests -** Which of the following statements is true?

A larger number of trees will result in a lower variance of the ensemble.

**Feedback :**

*Variance means how much a model (ensemble here) changes with changes in the training data. If a large number of trees is at work, then even if some of them show a high instability (extreme variation in the trees and their predictions), the ensemble as a whole will reduce the variance by averaging out the results of each tree.*

# Comprehension - OOB (Out-of-Bag) Error

In the last segment, you learnt that the **OOB error** is almost as good as the **cross-validation error**. The final prediction is the **aggregation** of all the predictions of individual decision trees. Remember that each tree in a random forest is only trained on a **random subset** of the training set, which is called a **bootstrapped sample**. This means that for each sample (observation), there are several trees that did not include that sample, and to these trees, this sample is **unseen**. Let’s understand this better.

Suppose there are N **=** **100 observations** with M **= 15 features**, and the outcome variable is a categorical variable Y. Also, you build a random forest with **50 trees**. The OOB is calculated as follows:

For each observation Ni, Ni is passed to all the trees that did not have it in their training. These trees then predict the class of Ni. The final prediction about Ni is decided by a majority vote.

Now let’s apply this to N1. Suppose 10 trees did not have N1 in their training. But these 10 trees make their prediction about N1. Let’s say 4 trees predicted 0, and the other 6 predicted 1, as the output. The final prediction about N1 will be 1.

Next, we move on to N2. Suppose 15 trees did not have N2 in their training. But these 15 trees make their prediction about N2. Let’s say 12 predicted 0, and the rest 3 predicted 1. The final prediction about N2 will be 0.

This is done for each observation in the training set. Once all the predictions for each observation are calculated, the OOB error is calculated as the number of observations predicted wrongly as a proportion of the total number of observations.

**Which of the following dataset is used to calculate the OOB error?**

Training set

**Feedback :** *Only the training set is used while calculating the OOB error, which is why it gives a good idea of model performance on the unseen data without using a test set.*

All the observations of the training set are used to calculate the OOB error.

# Comprehension - Time Taken to Build a Random Forest

Consider a dataset with M features and n observations. Each of the n observations is thus represented as the vector Xj={xj1,xj2,xj3,...,xjM} having the output Yi.

There are two critical steps in building a random forest:

1. Bagging, or choosing observations in a bootstrapped manner and creating individual trees
2. Random subsetting of features while creating each tree and finding the right splits

If we decide to have S trees, each of the Si tree will use a bootstrapped sample of observations to train themselves. Note that the sampling is done with replacement, i.e. there will be observations common among trees, but there will not be two trees which have been trained on exactly the same set of observations.

While creating each tree, a random subset of features will be considered for splitting at each node. A typical way is to consider √M number of features at each split.

To make a prediction on a data point Xj={xj1,xj2,xj3,...,xjM}, the forest uses all the Si trees, calculates the outputs from each tree and takes the majority vote.

**Time Taken to Build an Ensemble**

We can estimate the computational time required for building ensembles and making predictions.

Building an ensemble requires the following steps:

1) Take a random sample of observations, say j= 40% of the total and

2) Build S trees by finding all the splits within each tree from a subsetted feature space. The time required is thus proportional to the number of trees S and the time required to build each tree.

The time required to build each tree is proportional to the average number of levels of a tree and the average time required to find the split at each level. To find the right split, only a subset of features f is considered.

Further, the expected number of levels in a tree is given by log(n) where n is the number of observations being considered to build the tree

If there are S trees in a forest, M features (income, age etc.) and n observations (in the original training data), the time taken to build the forest depends on S, M and n. The time required will obviously depend on S. While building each of the S trees, time is spent in creating the levels of trees and time required to find splits among f features. **Levels of trees are given by log(n)**. Finding the right split depends on both n observations and f features because homogeneity will be measured for all f features and n observations.

**Time Spent on Splitting**

Consider building a single individual tree in an ensemble by taking j = 40% observations randomly from the training set. There are M features and n observations in the original training data. The **time spent at each split**in this tree is proportional to => sqrt(M).n.j ~= sqrt(M)\*n\*log(n)

Each split is made by comparing the homogeneity across j= 40% of the n observations. Thus, it has to depend on j and n (more the observations, more the time required to compare homogeneity). The time required to find a split also depends upon the number of features being considered which is sqrt(M).

# **Python sklearn RandomForestClassifier library**﻿

The following hyperparameters are present in a random forest classifier. Note that most of these hypereparameters are actually of the decision trees that are in the forest.

* **n\_estimators**: integer, optional (default=10): The number of trees in the forest.
* **criterion**: string, optional (default=”gini”)The function to measure the quality of a split. Supported criteria are “gini” for the Gini impurity and “entropy” for the information gain. Note: this parameter is tree-specific.
* **max\_features** : int, float, string or None, optional (default=”auto”)The number of features to consider when looking for the best split:
  + If int, then consider max\_features features at each split.
  + If float, then max\_features is a percentage and int(max\_features \* n\_features) features are considered at each split.
  + If “auto”, then max\_features=sqrt(n\_features).
  + If “sqrt”, then max\_features=sqrt(n\_features) (same as “auto”).
  + If “log2”, then max\_features=log2(n\_features).
  + If None, then max\_features=n\_features.
  + Note: the search for a split does not stop until at least one valid partition of the node samples is found, even if it requires to effectively inspect more than max\_features features.
* **max\_depth** : integer or None, optional (default=None)The maximum depth of the tree. If None, then nodes are expanded until all leaves are pure or until all leaves contain less than min\_samples\_split samples.
* **min\_samples\_split** : int, float, optional (default=2)The minimum number of samples required to split an internal node:\*\*
  + \*\*If int, then consider min\_samples\_split as the minimum number.
  + \*\*If float, then min\_samples\_split is a percentage and ceil(min\_samples\_split, n\_samples) are the minimum number of samples for each split.
* **min\_samples\_leaf** : int, float, optional (default=1)The minimum number of samples required to be at a leaf node:\*\*
  + **If int, then consider min\_samples\_leaf as the minimum number.**
  + **If float, then min\_samples\_leaf is a percentage and ceil(min\_samples\_leaf \* n\_samples) are the minimum number of samples for each node.**
* **min\_weight\_fraction\_leaf** : float, optional (default=0.)The minimum weighted fraction of the sum total of weights (of all the input samples) required to be at a leaf node. Samples have equal weight when sample\_weight is not provided.
* **max\_leaf\_nodes** : int or None, optional (default=None)Grow trees with max\_leaf\_nodes in best-first fashion. Best nodes are defined as relative reduction in impurity. If None then unlimited number of leaf nodes.
* **min\_impurity\_split** : float,Threshold for early stopping in tree growth. A node will split if its impurity is above the threshold, otherwise it is a leaf.

Recall that random forest takes a **sample of features** while splitting each node of its component trees. You can control the number of features considered at each split by specifying the **max\_features**hyperparameter. Let's now understand why max\_features is such an important attribute while building a random forest. The idea of picking a random sample of features to consider into the split at every stage of the algorithm is a crucial step to ensuring that the trees we get as part of the ensemble are actually different from each other significantly. There is lot of variability among the trees which makes the entire collection of ensemble a very robust collection.

For example, the hyperparameter max\_features specifies the maximum number of features considered at each node's split. For example, if the dataset contains 25 features, and you specify max\_features=4, then at each split (in the component trees), only a maximum of 4 randomly chosen features will be considered. How do you think the ensemble performance would vary as you gradually increase the value of max\_features?

**Ans:** At very low values of max\_features (e.g. 2), both the training and test accuracies will be low; both accuracies will gradually increase with max\_features up to a certain point, while at extremely high values (e.g. 19), the training accuracy will continue to increase while the test accuracy will reduce (and thus the model will overfit)

**The Effect of max\_features**

You saw that there is an optimal value of max\_features - at very **low values**, the component trees are**too simple to learn anything useful**, while at extremely high values, the component trees **become similar to each other**(and violate the 'diversity' criterion).

**The Effect of n\_estimators**

Also, when you observe the plot of n\_estimators and training and test accuracies, you will see that the as you increase the value of n\_estimators, both the training test accuracies gradually increase. More importantly, the model does *not*overfit even when its complexity is increasing. This is an important benefit of random forests - you can increase the number of trees as much you like without worrying about overfitting (if your computational resources allow).

We can now find the optimal hyperparameters using GridSearchCV.

|  |  |
| --- | --- |
| # Create the parameter grid based on the results of random search  param\_grid = {  'max\_depth': [4,8,10],  'min\_samples\_leaf': range(100, 400, 200),  'min\_samples\_split': range(200, 500, 200),  'n\_estimators': [100,200, 300],  'max\_features': [5, 10]  }  # Create a based model  rf = RandomForestClassifier()  # Instantiate the grid search model  grid\_search = GridSearchCV(estimator = rf, param\_grid = param\_grid, cv = 3, n\_jobs = -1,verbose = 1)  # Fit the grid search to the data  grid\_search.fit(X\_train, y\_train)  **out:**  Fitting 3 folds for each of 72 candidates, totalling 216 fits  [Parallel(n\_jobs=-1)]: Done 42 tasks | elapsed: 56.8s  [Parallel(n\_jobs=-1)]: Done 192 tasks | elapsed: 6.8min  [Parallel(n\_jobs=-1)]: Done 216 out of 216 | elapsed: 8.1min finished  GridSearchCV(cv=3, error\_score='raise',  estimator=RandomForestClassifier(bootstrap=True, class\_weight=None, criterion='gini', max\_depth=None, max\_features='auto', max\_leaf\_nodes=None, min\_impurity\_decrease=0.0, min\_impurity\_split=None,  min\_samples\_leaf=1, min\_samples\_split=2,  min\_weight\_fraction\_leaf=0.0, n\_estimators=10, n\_jobs=1, oob\_score=False, random\_state=None, verbose=0, warm\_start=False),  fit\_params=None, iid=True, n\_jobs=-1,  param\_grid={'max\_features': [5, 10], 'n\_estimators': [100, 200, 300], 'max\_depth': [4, 8, 10], 'min\_samples\_split': range(200, 500, 200), 'min\_samples\_leaf': range(100, 400, 200)},  pre\_dispatch='2\*n\_jobs', refit=True, return\_train\_score='warn', scoring=None, verbose=1) | # printing the optimal accuracy score and hyperparameters  print('We can get accuracy of',grid\_search.best\_score\_,'using',grid\_search.best\_params\_)  We can get accuracy of 0.818285714286 using {'max\_features': 10, 'n\_estimators': 200, 'max\_depth': 8, 'min\_samples\_split': 200, 'min\_samples\_leaf': 100}  ------------------------------------------------------------------------  # model with the best hyperparameters  from sklearn.ensemble import RandomForestClassifier  rfc = RandomForestClassifier(bootstrap=True,  max\_depth=10,  min\_samples\_leaf=100,  min\_samples\_split=200,  max\_features=10,  n\_estimators=100)  #fit  rfc.fit(X\_train,y\_train)  #predict  Predictions = rfc.predict(X\_test)  # evaluation metrics  from sklearn.metrics import classification\_report,confusion\_matrix  print(classification\_report(y\_test,predictions))  precision recall f1-score support  0 0.84 0.96 0.90 7058  1 0.70 0.36 0.47 1942  avg / total 0.81 0.83 0.81 9000  print(confusion\_matrix(y\_test,predictions))  [[6756 302]  [1249 693]] |